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Introduction
AI Forensics is a NGO aiming at investigating opaque and influential platforms to 
make them accountable. It is specialized in search engines and recommender 
systems’ algorithmic auditing. In order to run this kind of audit on TikTok, Youtube 
and other products, sophisticated web scraping pipelines have been developed to 
collect results of search queries providing evidence of unexpected or biased 
behaviors. AI Forensics recently focused on chatbots connected to the internet (eg: 
Microsoft Copilot, formerly known as Bing Chat) as they are increasingly getting 
used as traditional search engines by the public. This phenomenon pushes Big Tech 
companies to release a new generation of LLM-based tools and search engines.
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This work has been motivated by a previous investigation on Bing Chat (now called 
Microsoft Copilot) in October 2023 highlighting that it wasn’t a reliable source of 
information when asked questions about the elections in Germany and Switzerland. 
Indeed, 30% of the time, the chatbot answered with factual errors. Unfortunately, 
methodologies to perform algorithmic auditing to uncover this percentage of error 
are scarce. Most of the time, this kind of investigation is conducted manually, at a 
low scale.

The objective of this work is to conduct algorithmic auditing at a larger scale than 
what can be done with manual investigative work. We also expect to improve the 
proof of concept developed for the German and Swiss elections on Microsoft 
Copilot. In order to reach that goal, we developed a methodology to allow us to:

-​ Define a list of domain specific prompts to be asked to a chatbot (we focus 
on Microsoft Copilot for now since it was the first LLM-powered search 
engine)

-​ Select residential IP and language to simulate asking questions from different 
countries

-​ Translate prompts automatically if needed (keeping the human in the loop for 
translation review)

-​ Orchestrate the submission of prompts to the chatbot interface at scale, with 
options to repeat the collection with a predefined time interval if required 
(for longitudinal studies)

-​ Collect the chatbot answers and sources through web-scraping 
-​ Feed the answers on a dedicated labeling interface for human annotators
-​ Feed the annotated records to a machine learning model for supervised 

classification (depending on the use case)
-​ Assess how reliable the chatbot is in that specific domain thanks to an 

analysis of the labeled data.

Brief state of the art on LLM-based 
search engines and related threats
This section aims at briefly defining LLMs (Large Language Models),  search engines, 
and how they have been combined to build AI-powered search engines thanks to 
RAG (Retrieval Augmented Generation) among other techniques. Then we will 
describe the risks arising from that to insist on why algorithmic auditing is important 
to monitor the behavior and the moderation layers of such tools.

https://aiforensics.org/uploads/Algorithm_Watch_AI_Forensics_Bing_Chat_Report_ca7200fe8d_a9bd8a6a4b.pdf
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High level definition of LLMs
LLMs are NLP deep learning models that have been widely used for diverse text 
processing tasks and even multimodal tasks (using audio and image data). Most 
models that are used for well known chatbots are built in order to predict the next 
token (or word) in a sentence using a transformer-based architecture. Transformers 
have been a revolution in deep learning. Indeed, the attention mechanism allowed 
them to focus on the most important words in a sentence, increasing their 
performances. The three most famous closed source LLMs have been developed by 
OpenAI (the GPT model family), Anthropic (Claude model family), Google (Gemini). 
Some of the most famous open source LLMs have been trained by Meta (the Llama 
model family) , Mistral (eg: Mistral and Mixtral models), Google (the Gemma models) 
and many others.

Search engines’ key principles
Search engines (Eg: Google search, Bing, …) allow users to formulate queries and to 
retrieve a list of sources from the web ranked by relevance that will help them find 
an answer. A high performance search engine relies on four key aspects. 

The first one is efficient large scale data collection through web crawlers gathering 
documents, web pages, images, videos etc. , across the web. Then, the analysis of 
the data and metadata collected will allow the engine to categorize the information 
in it. For instance, NLP (Natural Language Processing) techniques can be used to 
identify the most relevant terms and their frequency in a web page. 

This leads to the second key aspect for search engines which is storage and 
indexing. Indeed, defining the right data structure to index data efficiently and store 
the high priority terms in web pages critically narrows down search time. 

The third key aspect deals with retrieval. In order to get good retrieval performance, 
processing  the user’s query can be very helpful (eg: reformulation).  For each 
document, a relevance score to the query is computed. This score, among other 
features - as website authority - feeds a document ranking algorithm (eg: 
PageRank) in order to prioritize the most relevant retrieved results. This document 
ranking can be improved with two principal methods. The first one is personalization 
according to the user's profile, search history, location and devices. The second one 
can be achieved thanks to A/B testing and getting users’ feedback. 

The final key aspect is ranking. LTR (Learning-To-Rank) algorithms are used in order 
to produce a ranked list of results based on relevance and users' preferences. These 
are supervised algorithms trained on pairs of data samples (a query and a 
document). This pair can be annotated manually by users for better data quality 

https://towardsdatascience.com/introduction-to-ranking-algorithms-4e4639d65b8
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(offline LTR) or automatically (online LTR) thanks to users’ data collected such as 
number of clicks or time spent on a webpage (less interpretable data).

Milestones in the evolution of AI models (bottom) and search engines (top). Image courtesy: Xiong et al.

How to use LLMs to augment search engines ?
Many key aspects to build search engines can be augmented thanks to LLMs (eg: 
content summarization for better indexing, improvement of document ranking, LTR 
data annotation …). However, LLMs need to get updated information to answer user 
queries efficiently. Otherwise, they would rely on their outdated training data. RAG 
(Retrieval Augmented Generation) is a technique that allows to enrich the LLMs’ 
knowledge base with recent content from the web for instance. Once relevant 
content has been retrieved and ranked for a query, a LLM uses this up to date 
information to summarize the retrieved content and generate a context-aware 
answer.

Leveraging LLMs to augment information extraction & indexing, query rewriting & improvement, and 
information retrieval & ranking in online/offline manners. Image courtesy: Xiong et al.

https://arxiv.org/pdf/2407.00128
https://arxiv.org/pdf/2407.00128
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Description of the most famous AI-powered search 
engines
Many LLM-powered search engines have bloomed recently1. Here is a table 
synthesizing their features. We can see that their abilities are not limited to enhance 
search engines but also to be assistants to many tasks that users might need help 
with. This increases user adoption very fast.

1 See this article

Tool LLM Details on capabilities

Microsoft 
Copilot

GPT-4 (OpenAI)
and DALL-E

-​ Cites sources
-​ Image generation
-​ Integration with Microsoft Edge browser
-​ Free

ChatGPT GPT-4o 
(OpenAI)

-​ Deals with text, audio and images, documents
-​ Cites sources
-​ String AI assistance abilities
-​ Limited number of queries are free with the most 

recent model, but it’s free using an older version

Gemini Gemini 
(Google)

-​ Image captioning (if a person is not represented)
-​ Audio transcription of the query
-​ Cites sources
-​ Options to select the style of the answer
-​ Experimental mobile application available

Perplexity Claude 3 Haiku 
(Anthropic)

-​ Filter the search (to reddit, youtube or academic 
papers)

-​ Cites sources
-​ Able to generate long texts 
-​ Good for research purpose
-​ Limited free use

Brave Search NA -​ Privacy preserving
-​ Cites sources
-​ Answers in bullet points format
-​ Free

https://itsfoss.com/ai-search-engines/
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Why is the algorithmic auditing of these 
AI-assistants crucial ?
The previously mentioned chatbots or AI-assistants are widely used by the public: 
54.4 million users for Claude monthly, 200 million active users weekly for ChatGPT. 
The statistics for Microsoft Copilot are not available to our knowledge but since it’s 
free and integrated in the Microsoft 360 suite that is used by 300 million users, it 
gives an order of magnitude on the number of users. People are slowly replacing 
traditional search engines with these assistants. Once we know that and the 
tendency of LLMs to “hallucinate” or more precisely, to produce factual errors and 
to summarize poorly the cited source, one can easily wonder about the challenges 
and threats that will arise from this evolution. Here are some of them to name a few:

-​ Ecological aspects: a query to a traditional search engine as Google 
consumes 3 times less energy than a query to ChatGPT. Moreover, new 
models, usually bigger, keep being trained and released. For instance, the 
carbon footprint of training the GPT 4 model is equivalent to the yearly 
consumption of 1300 US households.

-​ Disinformation: on top of the factual errors (or as commonly called 
“hallucinations”) that LLMs can be victim of and poor summarization of 
sources as mentioned before, if there's a lack of relevant sources (or data 
void) to a query (eg: no Wikipedia page or no objective website), chatbots 
could easily be fooled by more extreme sources spreading misinformation. 
See, as an example, this very interesting article explaining how Ms Copilot 
wrongly described a documentary done by climate deniers as “a 
documentary film that presents a different perspective on the climate 
change debate”. Indeed, there was no Wikipedia page available but only the 
website of the documentary as a source. And even if this website is 
misleading and obviously in favor of climate denial, it has been used anyway 
to generate an answer. As pointed out by the author of the article, this use of 
LLM-powered search engines could lead to the automation of media and 
information literacy. This is highly risky and should be regulated considering 
the harmful content that could be spread.

-​ Ethical concerns and bias: The datasets used to train the LLMs behind most 
AI-assistants are very big, opaque and reflect all the biases of our society 
(race, gender, sexual orientation, social status). Safeguards’ development to 
reduce this kind of bias is in progress but a lot of efforts still need to be done. 
LLMs are also highly based on English and US-centric content, so cultural 
differences worldwide are poorly represented and relevant sources not cited 
in all languages.

-​ Copyright infringement: The LLMs behind most AI-assistants have been 
trained on datasets built by scraping the web, including content submitted 

https://tiendasigloxxi.es/en/blog/572-a-query-on-chatgpt-consumes-three-times-more-energy-than-on-the-google-search-engine
https://tinyml.substack.com/p/the-carbon-impact-of-large-language
https://www.nature.com/articles/d41586-024-00030-x
https://www.techpolicy.press/ai-powered-web-search-gives-climate-deniers-and-conspiracy-theorists-free-rein/
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to copyright. It is well known that the New York Times attacked OpenAI for 
that reason and that Le Monde decided to partner with OpenAI to take 
advantage of it instead of fighting it. Better data curation and regulation for 
models' training will be crucial in the future to protect authors and content 
creators.

-​ SEO and future training data pollution: This last point is an indirect bad 
consequence of an irresponsible use of AI assistants. Indeed, they are also 
widely used to generate long texts, articles or blog posts (Perplexity has 
such a feature and it is quite impressive at first glance). In some cases, the 
users unfortunately don’t bother to double check the generated text and 
sources before publishing them on the internet. This leads to feeding the 
internet with inexact information and will pollute SEO (Search Engine 
Optimization) systems and the future LLMs trained on these inexact data.

Proposed algorithmic auditing 
methodology

Summary of the methodology
The methodology to run an algorithmic auditing project on an LLM-based search 
engine relies on several aspects. First, the research aspect consists in defining the 
scope of the project, the search assistant we’re focusing on, the domain experts’ 
questions we will ask to the search engine to audit its behaviors. For instance, this 
year counts a phenomenal number of elections across the world. So AI-Forensics 
studied the elections’ integrity of several platforms including Microsoft Copilot. For 
one of our projects, the chatbot was asked questions about the EU elections, 
political parties and different burning political issues in order to assess whether it 
will answer correctly or not. This implies defining many prompts and variables. As an 
example, the same question could be asked for several political parties so the 
political party variable should be defined.

In order to guarantee that the chatbot’s answers collected will be qualitatively 
analyzed correctly and provide the necessary insights to the research questions, 
some guidelines need to be defined. Such a document is called a “codebook”. It 
describes the context of the study, the data samples collected, the labels to 
characterize them and how to do the labeling. In fact, if the labeling is complex and 
needs to be done manually by a big labeling team, it’s better to design a labeling 
interface and the codebook will greatly help for that matter (see the section on the 
labeling procedure for more details).

https://les-enovateurs.com/breves/copyright-new-york-times-attacks-chatgpt-openai-defender-press
https://www.lemonde.fr/le-monde-et-vous/article/2024/03/13/intelligence-artificielle-un-accord-de-partenariat-entre-le-monde-et-openai_6221836_6065879.html
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Second, in order to accomplish an algorithmic audit of an AI-based search assistant 
that allows collecting a large scale dataset and performing statistically relevant 
analysis, one should develop technical tools to automatically query the chatbot 
with a list of prompts and scrape the answers and cited sources (see the section 
dealing with the proposed data collection pipeline for more details). The tool should 
contain translation pipelines and options to change the residential IP if needed. 
Indeed, studying the influence of the location and the language used is crucial as 
chatbots are US/english-centric. In some cases, a longitudinal study can be needed 
to evaluate how the chatbot’s answer to a question evolves through time. Hence, a 
pipeline to repeat some prompts at a predefined time frequency can be handy.

Finally, once the data is collected and labeled, it can be analyzed to formulate 
conclusions on the audit and recommendations to improve the behavior of the 
system under investigation. This analysis is highly dependent on the research 
question. It can be done through no-code tools or programmatic scripts (in Python 
for example). Typical analysis includes computing the distribution of the data 
samples’ labels. For instance, computing the occurrence of factual errors, deflection 
and correct answers given by the chatbot. This analysis can be performed as a 
function of the language to measure its influence. Another recommended analysis 
could be to study the most represented sources cited (eg: Wikipedia can be cited a 
lot). Many other examples can be mentioned and the reader can refer to the 
applications’ section for a summary of our most recent investigations.

Data collection pipeline
To effectively conduct adversarial auditing of Microsoft Copilot, we designed and 
implemented a robust platform that integrates four primary modules. These modules 
work in tandem to streamline the data collection process, ensuring that we can 
thoroughly analyze and evaluate Copilot's outputs in various scenarios, aimed at 
probing different aspects of Copilot's functionality, to test our hypotheses on 
specific limitations in the system. 

Prompt generator

The first module, a Prompt Generator, made with Python, utilizes prompt templates 
drafted by researchers to generate a wide variety of questions or instructions.

Each prompt template:

-​ is associated to its original language, a set of target languages, and a set of 
target countries;
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-​ might contain in its text a placeholder, related to a specific category of 
subjects: countries, topics, specific groups of individuals or organisations.

-​ is versioned through a revision date, to discriminate against invalid samples, 
i.e. collected by submitting prompts containing typos or similar errors,  and to 
restrict the further data collection only to the correct, latest versions of 
prompts;

In much the same way, the specific subjects of interest, which we call arguments, 
are associated with their specific country and the relevant subject category.

During prompt generation, each template is made into one or more interpolations, by 
filling in its placeholder, once for each argument matching it both in terms of 
country and category. Then, when the target language differs from the original 
language, each interpolation is translated into the latter through the open-source 
machine translation Opus-MT models, developed by the Language Technology 
Research Group at the University of Helsinki. 

The (possibly translated) interpolations are then thus ready to be submitted as 
prompts.

As an example, for our first application of this end-to-end pipeline, we first defined 
119 prompt templates in English - 92 of which contained placeholders - together 
with 512 arguments. Their space of interpolation and translation spanned 5 possible 
subject categories, 5 countries, and 5 languages. After running them through the 
prompt generator, we obtained 11’164 prompts ready for sampling.

The prompt generator is released as open-source software on our Github 
organisation page.

Orchestrator

The second core component of the platform is the Orchestrator, our custom 
deployment of Apache Airflow, which plays a crucial role in managing the interaction 
between different modules. The Orchestrator coordinates the flow of prompts to 
Microsoft Copilot and ensures that the responses are captured in an organized and 
efficient manner. This middle layer also monitors the auditing process, ensuring that 
each prompt is properly executed for the target number of samples to be collected, 
and logged for further analysis.

Scraping Module

The backbone of the platform is the Scraping Module, responsible for user 
emulation, using Selenium testing tools on a browser to gather the responses 
generated by Copilot as a result of the submission of the generated prompts, and a 

https://github.com/Helsinki-NLP/Opus-MT
https://github.com/aiforensics/
https://github.com/aiforensics/
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PostgreSQL database to store the complete conversations. This module ensures that 
all the necessary data is captured accurately and systematically so that we can 
later evaluate and analyze it in detail.  By integrating the scraping module into the 
orchestrator, we can collect large datasets for subsequent assessment to identify 
any biases, errors, or adversarial weaknesses in Copilot's performance.

Proxy Router
Lastly, a Proxy Router dynamically routes the scraping browser requests through 
proxy servers located in different countries, based on the country specified in the 
prompt templates. By doing so, the platform can simulate requests originating from 
various geographic locations, ensuring that Copilot’s responses can be analyzed for 
regional, in addition to the linguistic variations of the prompt templates.

Data labeling procedure
Labeling or annotating data consists in selecting one or multiple labels to 
characterize a data sample. For instance, for sentiment analysis on text data, one 
could select if a text sample should correspond to the label “positive” or “negative”. 
In some cases, the labeling can be semi-automated thanks to algorithmic solutions 
or even a machine learning model. But, for most cases, the expertise required to 
perform the annotation is so high that domain experts have to devote time to do it. 
This is a time and money consuming process but it is crucial to ensure good data 
quality.

In some simple cases, on text datasets, one could rely on sheets to do the labeling. 
Each row would be a data sample. Some columns’ will describe the sample and its 
metadata (answer of the chatbot, sources, date of collection, …) and some column’s 
entries will represent the labels that should be filled by  domain experts. This 
requires defining a rigorous template for those sheets, being extra careful to assign 
the samples to label across the labeling team, version and track changes in the 
document properly. 

In other cases, in order to facilitate storage, collaborative work and having an 
ergonomic tool, using a dedicated interface can be the best way to go. This explains 
why many companies developed closed-source or open-source products  for that.
The most widely used open source interfaces to annotate text data are Doccano 
and LabelStudio. After a brief comparative study between them, it appeared that 
LabelStudio was more reliable. In fact, it provided more features, customization 
possibilities for the interface and had a stronger community on Slack. So after 
extracting the requirements from the codebook, one should design the labeling 
interface accordingly. Depending on the use case, predefined templates on 

https://github.com/doccano/doccano
https://labelstud.io/
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LabelStudio can be used. In other cases, a fully custom interface can be easily 
developed. LabelStudio interfaces allow to easily import the data to annotate with 
standard formats (eg: JSONL, CSV), and export the data after the labeling in order to 
perform additional analysis. Note that it is recommended that each labeled sample 
should be reviewed by a second annotator to guarantee the labeling quality.

Screenshot of the labeling interface’s page we developed with LabelStudio for the EU elections’ 
dataset showing the imported data
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Labeling interface for chatbot’s answers and cited links. For each sample, the prompt and the 
corresponding chatbot answer are displayed. The annotators can tick the relevant checkboxes. After 
that, they can click on the links cited by the chatbot, analyze them, tick the relevant checkboxes and 

comment. When they are done, they click on “submit” to save the annotation done on this sample.

Applications
The data collection pipeline mentioned was utilized to produce several research 
studies between April and July 2024. We collaborated with academics at the Media 
Studies department and the Digital Methods Initiative (DMI) at the Amsterdam 
University (UVA), with the Interdisciplinary Internet Institute (IN3) at the Universitat 
Oberta de Catalunya (UOC) in Barcelona, and with the researchers of the Fondazione 
Bruno Kessler (FBK) in Trento, Italy. We also supported the investigations of media 
outlets like the Dutch National Broadcaster (NOS). While some of the research 
outcomes are already publicly available, others are still in progress and nearing 
completion. The results of these different analyses and the previous ones done by 
AI Forensics, were also used to inform the European Commission in compelling 
Microsoft to provide information under the Digital Services Act on generative AI risks 
on Bing.

1.​Collaboration with NOS
AI Forensics shared the infrastructure to collect data on Copilot with NOS, to let 
them expand and scale the data collection necessary for an investigation they were 
conducting. NOS discovered that in Indonesia, several companies used chatbots to 
create campaign software and provided them to parties to create campaign 
strategies and social media content. Ai Forensics conducted a number of 
experiments to test whether the AI chatbots could also be used in this way in the 
Netherlands. The investigation found that the chatbots provided answers violating 
their own policies and platform’s promises. After a first contact with Google and 
Microsoft, the platforms decided to limit the answers their AI chatbots provide in 
response to queries about the European elections.​
Here is the NOS and Nieuwsuur TV episode about AI and election campaigns with 
English subtitles, the general article in English and the deeper methodological 
article.

2.​Digital Methods Summer School  2024
We used the infrastructure to collect data during the European Parliamentary 
Election, and we brought that data to the Digital Methods Summer School 2024 at 
UVA, where researchers from different universities gather for a five days data sprint 
on the topics of election-related moderation of chatbots able to use RAG.​

https://aihr.uva.nl/humanities-labs/digital-methods-initiative/digital-methods-initiative.html
https://www.uoc.edu/portal/en/in3/index.html
https://www.fbk.eu/en/
https://nos.nl/
https://digital-strategy.ec.europa.eu/en/news/commission-compels-microsoft-provide-information-under-digital-services-act-generative-ai-risks
https://digital-strategy.ec.europa.eu/en/news/commission-compels-microsoft-provide-information-under-digital-services-act-generative-ai-risks
https://www.youtube.com/watch?v=Khc7vnL95pg
https://nos.nl/nieuwsuur/artikel/2519047-chatbots-recommend-disinformation-and-fear-mongering-tech-companies-tighten-restrictions
https://nos.nl/nieuwsuur/artikel/2519040-information-on-the-methodology-ophef-episode-about-ai-and-election-campaigns
https://nos.nl/nieuwsuur/artikel/2519040-information-on-the-methodology-ophef-episode-about-ai-and-election-campaigns
https://www.digitalmethods.net/Dmi/SummerSchool2024
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In the week of the summer school, researchers were able to analyze the data 
provided to them by AI Forensics, demonstrating the Anglocentric behavior of the 
chatbot, which favors the use of English written sources and websites rather than a 
more heterogeneous use of resources found online. Furthermore, the investigation 
shows that there are major differences in the applied moderation, which depends on 
the language of the user prompt. While English is the most moderated language, the 
same prompts in German or Greek were often not moderated. ​
The data sprint produced several posters, and a public report.

3.​(S)elected moderation report
In this report, AI Forensics evaluates and compares the effectiveness of these 
election related safeguards in different scenarios. In particular, we investigated the 
consistency with which electoral moderation is triggered, depending on (i) the 
chatbot, (ii) the language of the prompt, (iii) the electoral context, and (iv) the 
interface. We found significant discrepancies:

1.​ The effectiveness of the moderation safeguards deployed by Copilot, 
ChatGPT, and Gemini are widely different. Gemini's moderation was the most 
consistent, with a moderation rate of 98%. For the same sample on Copilot, 
the rate was around 50%.

2.​ Moderation is the strictest in English and highly inconsistent across 
languages. When prompting Copilot about EU Elections, the moderation rate 
was the highest for English (90%), followed by Polish (80%), Italian (74%), and 
French (72%). It falls below 30% for Romanian, Swedish, Greek, or Dutch, and 
even for German (28%).

4.​Searching for Moderation
Released on October 31, 2024, ChatGPT's new version, "ChatGPT Search," integrates 
search engine capabilities with generative AI (genAI) functionality, aiming to help 
users find quality information and sources. However, this development raises 
concerns about its potential to propagate political misinformation and link to 
banned Russian state-affiliated media, such as Russia Today, violating bans in the EU 
and the U.S. 
AI Forensics tested the tool after its release, replicating the methodologies 
developed on the other platforms for this project and revealed that ChatGPT Search 
occasionally provides summaries and links to such outlets, sometimes misattributing 
content from legitimate sources to Kremlin-affiliated ones. Furthermore, its 
moderation of election-related prompts is inconsistent compared to other AI tools 
like Copilot and Gemini. OpenAI’s lack of transparency limits the ability to 
independently assess claims of mitigating misinformation risks. 

https://www.digitalmethods.net/Dmi/SummerSchool2024PropagandaAsAService
https://cmsbackend.aiforensics.org/uploads/REPORT_(S)elected_Moderation.pdf
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The findings contained in the final report underscore the importance of the EU’s 
Digital Services Act (DSA) in mandating data access for general-purpose AI models 
like ChatGPT Search, enabling independent scrutiny and addressing systemic risks.

5.​Book chapter on Moderation
The Dutch Minister of Internal Affairs commissioned the UVA to write a book on 
moderation practices for Very Large Online Platforms and Search Engines, aimed at 
assessing the implementation of the Digital Services Act in the Netherlands. AI 
Forensics, in collaboration with a team of researchers from UVA, wrote a chapter 
focusing on the moderation of election-related prompts on Copilot in the 
Netherlands and were accepted. Researchers analyzed thoroughly the data 
collected so far, and collected additional data during a Data Sprint in October at 
UVA. The chapter is currently under review. The results will be finalized and published 
in a chapter of the book by February 2025. 

https://aiforensics.org/work/searching-for-moderation
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Coverage and Impact

Policy and Advocacy

Our findings have gained significant visibility, being picked up by multiple national 
and international media outlets. This coverage underscores the relevance and 
impact of our work in shaping the discourse on disinformation and AI's role in 
elections. 

A key highlight was our presentation at the Code of Practice on Disinformation 
Plenary session, an important platform for combating disinformation and 
misinformation online. 

Additionally, our director, Marc Faddoul, presented our research at the European 
Parliament during the event titled “Protecting the 2024 Elections: Tackling 
Disinformation and Polarisation”, ensuring our findings inform high-level policy 
discussions.​

We also presented the project findings during internal meetings with the 
DG-Connect Team and the French Digital Service Coordinator (ARCOM).

Media Coverage and Press Articles

The collaboration with Nieuwsuur, the Netherlands' leading current affairs program, 
has yielded significant outputs:

●​ A TV episode, which featured our research prominently in its first segment.
●​ An extended version titled “How AI is (already) influencing elections”.
●​ Two in-depth NOS news articles, covering the implications of our research on 

chatbots and election campaigns:
○​ “Chatbots recommend disinformation and fear mongering, tech 

companies tighten restrictions.”
○​ “Information on the methodology: Ophef episode about AI and election 

campaigns.”

This partnership exemplifies how our research directly contributes to public 
discourse and raises awareness among diverse audiences.

Furthermore, we conducted weekly status update meetings and broader strategic 
discussions during live team retreats to evaluate impact and plan restitution efforts. 
Key metrics included the number of media citations and references in regulatory 
contexts ensuring that our research consistently informed decision-making 
processes.

https://disinfocode.eu/
https://www.greens-efa.eu/en/article/event/protecting-the-2024-elections-from-alarm-to-action
https://www.greens-efa.eu/en/article/event/protecting-the-2024-elections-from-alarm-to-action
https://npo.nl/start/serie/nieuwsuur/seizoen-2024/nieuwsuur_4719/afspelen
https://www.youtube.com/watch?v=Khc7vnL95pg
https://nos.nl/nieuwsuur/artikel/2519047-chatbots-recommend-disinformation-and-fear-mongering-tech-companies-tighten-restrictions
https://nos.nl/nieuwsuur/artikel/2519047-chatbots-recommend-disinformation-and-fear-mongering-tech-companies-tighten-restrictions
https://nos.nl/nieuwsuur/artikel/2519040-information-on-the-methodology-ophef-episode-about-ai-and-election-campaigns
https://nos.nl/nieuwsuur/artikel/2519040-information-on-the-methodology-ophef-episode-about-ai-and-election-campaigns
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